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Evolutionary feature selection for emotion recognition
in multilingual speech analysis
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Speech -based Emotion Recognition Problem

A Spoken Dialogue Systems Improvement

A Robotics
A Callcenters quality monitoring Why dbo we talk
about
o ® O Feature Selectich

A The number of features extracted
from the speech signal is
= overwhelming
BE A An optimal feature set which should
be used to represent the speech
signalgs still anopenquestion
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Integration of Evolutionary Computation and Machine

Evolutionary
Computation

Machine
Learning

Learning
A\ :
“\ Evolutionary
Machine
Learning

# Why evolutionary?
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Motivation Background Proposed approach Results and Discussion Conclusion and Future plans

Integration of Evolutionary Computation and Machine
Learning

Pros Ccons

V' The classification accuracy of the besblutionary
and non-evolutionarymethods arecompatrable;
X Evolutionary methodsare

V Populationbased search is easparallelized; generally muclslowerthan the
non-evolutionary alternatives
V These methods can work in tlggynamicnon- U solution:parallelization

stationary .environment;

V Feature:selectiomnd learningin one process might | X Theperformance-of-evolutionary

be combined; algorithmswariesignificantly for
different problems

V' From an optimization perspective, learning problemsl solution:cooperative algorithms
are typicallylarge, mondifferentiable, moisy; deceptive
multimodal, high-dimensional ,-and, highly-censtrained
Evolutionaryalgorithms are arffective toolfor such
problems.
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Two main feature selection concepts:

Wrapper vs Filter

[ Training set ]_l

Selected
) features
Feature selection search
h
Feature Relevancy
subset estimation
Feature evaluation
Feature Classification
subset accuracy
Learning algorithm
(SVM, MLP, PNN ...)
L4

[ Test set ]—)l Learning algorithm

!

Final accuracy

l—[ Training set ]

Input features

|

Feature subset

N
N~

+ Attribute Class
Correlation,
* Inter- and Intra- Class

selection

l

Classification
process

I

Final accuracy

Distances,

* Representation Entropy,
* thelnconsistent Example
Pair measure

Ne—

-

Test set ]

%

# Why filter? s
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\

Two main feature selection concepts

2 N} LIJLIS NJ X

V involves classification models to
evaluate the relevancy of each
feature subsetadjustmentitoan
appliedclassifier

X requireshigh computational
resources.

VS

CAf GSNJ X

V needs significantlyewer
calculationgherefore it is
rather effective in the sense of
computational effort;

V might be effectively useth
combinationwithan-ensemble
of diverse classifiers (ML&YM,

Logid;

X doesnot cooperatewith a
learning algoritihmand so
ignores its performance
entirely.
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N
]

A Attribute Class
Correlation

A Inter- and Intra Class
Distances,

A Laplasiarscore,

A Representation Entropy,

A the Inconsistent Example
Pair measure

.. @

Two -criteria Filter Approach

f1 z the Intra-Class Distance (IA),
f2 -the Inter-Class Distance (IE),
fl1 - min, f2 - max

1
IA = 527@:1 27;1 d(p;:» Dr)
k

1
IE = ﬁz n,.d(p,,p),

r=1

where p; is the j-th example from the r-th class,

p is the central example of the data set,

d(...,...) denotes the Euclidian distance,

p, and n,. represent the central example and the
number of examples in the r-th class.
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\

Feature selection search

Main concepts:
A Anoptimization model withbinary representation

unit corresponds to the relevardttribute;

1 0 0 X 1 zerodenotes the irrelevanattribute.

A Evolutionary (genetic) algorithmas a technique for optimizing
both discreteand continuous criteria

A Thecooperation of evolutionary algorithmssa strategy to
avoidthe of an appropriatealgorithm for the problem
considered.



Lok 1Y
A L

\‘? PR

N 72

LN
N

\

Motivation

Background

Proposed approach

Results and Discussion

Conclusion and Future plans

A Generatehe initial population

Multi -Objective Genetic Algorithms

A Evaluatecriteriavalues

A While(stop-criterion!=true),do:

{

- Estimatefitnessvalues

- Choosehe mostappropriateindividualswith
the mating selectioroperatorbasedon their

fitnessvalues

- Producenew candidatesolutionswith
recombination

- Modify the obtainedindividualswith mutation;
- Composé¢he new population(environmental

selection);

}
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Multi -Objective Genetic Algorithms

Designing a MOGA, researchers are faced with sesues:

A fitnessassignment strategies,
A diversitypreservation techniques,
A waysof elitismimplementation

U Solution:Cooperation ofjenetic algorithms which are based on different

concepts

Tasks:

1. To investigate theffectivenessoof MOGASVhich are basedn vafious
heuristic mechanismdrom the perspective of the feature selection

procedure;

2. To implement thecooperationcofiMOGAaNd observe its effectiveness.

11
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Multi -Objective Genetic Algorithms: Task 1
MOGA Fitness Assignment DNerS'tY Elitism
Preservation
Paretcdominance Combination of
(niching mechanisin Crowding the previous
NSGA-II : : . ) . .
and diversity estimatior distance population and the
(crowding distanck offspring
The archive set an
Paretodominance With N.earest comblnatlpn of the
PICEA-g enerating goal vectojs neighbour previous
J g9 | technique population and the
offspring
Paretodominance
niching mechanis
a(nd dengsity estimatbi?)n N_earest :
SPEA2 ) neighbour The archive set
(the distance to the ¥h rechnique
nearest neighbour in th d
objective space
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Multi -Objective Genetic Algorithms: Task 1

o1i]1 0
1|11 ].[1
MOGA o|o|1|.|0
L lo[-o]

&=
=
—» Majority rule

Final predictions

Model 1

Decoding to
databases reduced

Model 2

Y
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Multi -Objective Genetic Algorithms: Task 2

V is based on parallel work

of islands:

V has an abilityto preserve
geneticdiversity;

V couldbe applied to
separableproblems.
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Speech -based Emotion Recognition Problem

e e 1 . ittty P
I Listof extracted features : @ ! Sample
1 1 1

I

To classify newbjectsbased on the sample
(supervised learning)

emotion is
detected

1
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Corpora description
Full Number File level duration
Database | Language Iength (:f Mean Std. Notes
(min.) emotions (sec) (sec.)
Berlin German 24.7 7 2.7 1.02 Acted
SAVEE English 30.7 7 3.8 1.07 Acted
LEGO English 118.2 3 1.6 1.4 Non-acted
UUDB Japanese 113.4 4 1.4 1.7 Non-acted

16



"
..
ol

A
. \ . ‘\
>)>( -

/
*«

L T

Motivation Background

Proposed approach

Results and Discussion

Conclusion and Future plans

Common for all experiments:

A 6-fold crossvalidation procedure

Experiments conducted

A Conventional classifiers (WEKA):
- SupportVector Machineg SMO;
- Multilayer Perceptrong MLP,

- LinearLogistic RegressianLogit

A TheF-scoremetric wasevaluated.

17
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Experiment 1:

Experiments conducted

Conventional classifiers (SMO, ML#&Yi{) without Feature

Selection>Baseline

Experiment 2:

The samelassifiers (SMO, MURyqi) after the application of
Principal Component Analysis (the conventional attribute
selection method) with the threshold values 0.75 @néb.
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Experimental Results (1, 2)

Database | EalUre Selection| Average Number of Fscore Values, %
Method Selected Features SMO MLP LOGIT
Without F
thout Feature 384.00 82.58 82.98 80.46
Selection
EmoDB  pca (0.75) 49.67 79.61 74.71 77.04
PCA (0.95) 136.80 73.62 73.87 76.39
Without Feat
RHOUE Featre 384.00 59.31 61.82 60.82
Selection
SAVEE  Ipca (0.75) 46.67 57.86 57.46 59.86
PCA (0.95) 130.7 46.18 50.63 51.80
Without F
thout Feature 384.00 71.08 64.77 70.71
Selection
LEGO  |pca (0.75) 59.83 68.05 67.19 69.03
PCA (0.95) 162.50 70.06 66.08 70.58
Without Feature
. 384.00 50.44 41.94 50.88
Selection
UUDB  Ipca (0.75) 46.67 48.48 47.53 49.61
PCA (0.95) 156.80 49.37 47.93 49.89
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Experiments conducted

Experiment 3:The two -criterion filter feature selection with

MOGASs and conventional classifiers

NSGAI, PICEA), and SPEARvere used as optimizera combinationwith
SMO, MLP, andogitclassifiers.
A Allalgorithms were provided with the same amount of resources (90

generations and 150 individuals in populations).

A Foreach MOGA the following settings were defined:
- binarytournament selection,

- uniform recombination,
- the mutation probabilityp,,=1/n, wheren is thelength ofthe

chromosome

20
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Motivation Background Proposed approach Results and Discussion Conclusion and Future plans ‘

Experiments conducted

Experiment 4:The two -criterion filter feature selection with the
cooperative MOGA and the ensemble of classifiers

Thmyf)f dZR Ay BOSHBQOU F §R W{t 9! H O
SO lon feature selectiorproblem.

A Allislands had an equal amount of resources (90 generations and 150/3 :
50 individuals in populations), the migration size was equal to 10 (in total
each island got 20 points from two others), and the migration interval was

equal to 10generations

A s n ensembleof classifiers (SMO, MLP, ahdgi) wasusedafter the
feature selectiomrocedure.




